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Part I: 40 years Census Decision & Census Debate



Census Decision 1983 – German 
Constitutional Court (BVerfG)

• Background: 
• Planned Nation-wide census, update of citizen registry
• Legal complaints to BverfG (Wild & Stadler-Euler / Steinmüller, 

Brunnstein & Podlech)
• Declared by BVerfG as non-constitutional in December 1983

https://www.ndr.de/geschichte/chronologie
/Volkszaehlung-1983-Protest-ganz-ohne-Twitter,
brunnstein103.html



Main legal privacy principles declared by the 
German Constitutional Court (BVerfGE 65, 1):

• Right to informational self-determination derived from German 
Constitution (Art 1 I & 2 I GG)

• There are no ”non-sensitive data”
• Principle of Purpose Binding emphasized
• Privacy not only important for protecting individuals but also for democracy

& society as a whole
• Effective anonymisation (”faktische Anonymisierung”) of census data 

demanded

Source: Michael Dick/ picture-alliance/ dpa



Census Debate 1987
Discussion: 
• Does the deletion of directly identifying personal data 

(name, address) render the census data effectively
anonymous?

-> Simple simulation model demonstrated:
Majority (>= 90%) are still identifiable
(BSc thesis - Fischer-Hübner 1986).

• Alternative: use of existing databases with (privacy-
enhancing) statistical inference controls? (MSc thesis -
Fischer-Hübner 1987).

Big boycott protests –
However, legal complaints to BverfG unsuccessful.

Source: B2836 Carsten Rehder



Part II : Lessons Learned since then…



Importance of Census Decision & Census Debate –
Lessons learned

(1) No non-sensitive data & Importance of Privacy for Democrary

Kosinski, M., Stillwell, D., & Graepel, T. (2013). Private traits and attributes are 
predictable from digital records of human behavior. Proceedings of the National 
Academy of Sciences, 110(15), 5802-5805.

Cambridge Analytica Data Breach with  
impact on US American Elections



Importance of Census Decision & Census Debate –
Lessons learned (II)

(1) Deletion of directly identifiable data ≠ Anonymisation – Re-identification is easy

Latanya Sweeney – experiments on 1990 US census data -
87% of the US population can be uniquely identified by gender, ZIP code and 
full date of birth
(L. Sweeney, Uniqueness of Simple Demographics in the U.S. Population, LIDAPWP4. Carnegie Mellon

University, Laboratory for International Data Privacy, Pittsburgh, PA, 2000).



Failures of (simple) ”anonymisation” by 
just deleting/replacing attributes

• released a dataset of search queries from ca. 
650K users, 2006

• replaced user names with numbers

• released 100M ratings from ca. 480k users, 
2006

• claimed that all personal data was removed
from the set

New York Times reporter exemplified easy re-
identification:

Re-identification by matching with public IMDB 
database:
• Netflix data: not two records are similar more than 50%. 
• If the profile can be matched up to 50% similarity to a 

profile in IMDB, then the adversary can identity the profile 
with good likelihood. 

(A. Narayanan and V. Shmatikov, “Robust de-anonymization of large 
sparse datasets (how to break anonymity of the netflix prize dataset),” in 
Proc. 29th IEEE Symposium on Security and Privacy, 2008. )

“Thelma Arnold's identity was betrayed 
by AOL records of her Web searches, like 
ones for her dog, Dudley, who clearly has 
a problem.”
Credit: Erik S. Lesser for The New York Times



Eckersley, P. (2010). How unique is your web browser?.
In Privacy Enhancing Technologies: 10th International 

Symposium, PETS 2010, Springer



Art. 29 Data Protection Working Party –
Opinion 05/2014 on Anonymisation 

Techniques

• Anonymisation - data must be processed in such a way that it can no 
longer be used to identify a natural person by using “all the means likely 
reasonably to be used” by either the controller or a third party….



Part III: Effective PETs as Enablers -
Solutions & Challenges



K-Anonymity (Sweeney & Samarati)

K-anonymity: “Each value combination of the quasi-identifiers 
(demographic data) occurs at least k times”
(Enforced by generalisation/supression of attribute values).

Example: K-anonymisation for k=2:



2020 US Census & Differential Privacy



Differential Privacy (Dwork et al., 2006)

(eε» 1 + ε for small ε)

”Difference” 
at most ε 

Plausible deniability: 
”I am not in the data set”

M

M



Differential privacy - models

Image credit: Bennett Cyphers



Challenge: Explaining Differential Privacy (DP)

Interview-based User-Study – evaluating metaphors:
• Misconceptions, triggered by digital-world analogies:

• Knowledge of encryption - > DP is reversible
• ….

• Further misconceptions:
• Knowledge of DP may allow to reverse
• ….

• Focus on utility tradeoff / loss (rather than privacy gain)
Karegar, F. Alaqra, A.S., Fischer-Hübner, S. Exploring 
{User-Suitable} Metaphors for Differentially Private 
Data Analyses, 18th Symposium on Usable Privacy 
and Security - SOUPS 2022.

Conclusions:

• Put emphasis on illustrating risk 
reduction 

• Guidance on adequate risks per 
context and the implications



Conclusions & Discussion

• Census debate & decision – important milestone
• Lessons learned: ”Anonymised” data can never be totally anonymous
• PETs can minimise risks – but come with utility trade-off & usability

challenges
• Census and/vs. statistics on existing databases (see Zensus 2011, 2022)


